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Community variability has a dual nature. On the one hand, there 
is compositional variability, changes in the relative abundance of 
component species. On the other hand, there is aggregate vari- 
ability, changes in summary properties such as total abundance, 
biomass, or production. Although these two aspects of variability 
have received much individual attention, few studies have explic- 
itly related the compositional and aggregate variability of natu- 
ral communities. In this paper, we show how simultaneous 
consideration of both aspects of community variability might 
advance our understanding of ecological communities. 
We use the distinction between compositional and aggregate 
variability to develop an organizational framework for describ- 
ing patterns of community variability. At their extremes, compo- 
sitional and aggregate variability combine in four different ways: 
( I )  stasis, low compositional and low aggregate variability; (2) 
synchrony, low compositional and high aggregate variability; (3) 
asynchrony, high compositional and high aggregate variability; 
and (4) compensation, high compositional and low aggregate 
variability. Each of these patterns has been observed in natural 
communities, and can be linked to a suite of abiotic and biotic 
mechanisms. We give examples of the potential relevance of 
variability patterns to applied ecology, and describe the method- 
ological developments needed to make meaningful comparisons 
of aggregate and compositional variability across communities. 
Finally, we provide two numerical examples of how our approach 
can be applied to natural communities. 

Ecological communities vary through time. Everyone, 
scientist and layman alike, is aware of this fact, and it 
is not surprising that community variability has been a 
focus of many theoretical and empirical studies (May 
1974, McNaughton 1977, Connell and Sousa 1983. 
Pimm 1984, 1991). To date. ecologists have focused 
primarily on the causes and consequences of variability. 

This paper was drafted during a collaborative working group 
at NCEAS. Editing and preparation for final submissoin were 
coordinated by the first two authors. 

For example, studies have explored the environmental 
forces that drive biotic variability (Chesson 1990); 
changes in variability among taxa and across gradients 
of productivity, latitude, and elevation (Connell and 
Sousa 1983, Duarte 1989, Crowley and Johnson 1992); 
and the implications of variability for population and 
community persistence (Pimm 1991). However, ecolo- 
gists have placed little emphasis on variability as a 
source of information about community dynamics; the 
challenge is to learn how to decipher that message. 
Therefore, we need conceptual models for describing 
patterns of variability and empirical approaches for 
relating these patterns to ecological mechanisms. 

A starting point for learning from variability is to 
consider that there are two main dimensions of commu- 
nity variability. On the one hand, there is con~positional 
uariability. changes in the relative abundance of compo- 
nent species. It is clear that the species composition of 
some communities changes more through time than the 
species composition of others. For example, the com- 
munity composition of annual herbs on a forest floor 
changes a great deal more from year to year than the 
community composition of the trees; though the differ- 
ent spatial and temporal scales of the community dy- 
namics of herbs and trees are likely to confound this 
comparison (see Methodological issues). On the other 
hand, there is aggregate cariabilitj~.Unlike composi- 
tional variability, aggregate variability is not concerned 
with individual species, but rather with changes in 
variables created by combining multiple species, such as 
total abundance, production, or biomass. Suppose that 
the densities of particular aphid species in a meadow 
vary widely from year to year. while the total density of 
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Fig. 1. A framework for explicitly considering the dual nature of community variability, where aggregate variability and 
compositional variability appear along independent axes of a two-dimensional space. The small sub-figures represent four 
idealized communities in which the dotted and dashed lines are time series for the abundance of two different species, and the 
solid line is the time series of the total abundance. The relative abundance of the two species is constant in the communities on 
the left (synchrony and stasis). and variable in those on the right (asynchrony and compensation). Total abundance is constant 
in the communities on the bottom (stasis and compensation) and variable in those on the top (synchrony and asynchrony). Of 
course, it is highly unlikely that either the aggregate or compositional variability of natural communities will ever be zero; thus, 
for natural communities, we think of the extremes as being "low variability" and "high variability", rather than "constant" and 
"variable". 

all aphids stays constant. If we were interested in the 
potential impact of aphids on plants, we might be 
tempted to claim that this community has low variabil- 
ity, since the number of aphids remains constant from 
year to year. However, if we were interested in the 
relative abundance of the component species, we might 
say that this community is highly variable. Thus, the 
same community may be classified as having either low 
or high variability, depending on whether the focus is 
on the dynamics of the constituent species or on the 
dynamics of aggregate properties that describe the com- 
munity as a whole. 

Explicitly distinguishing between compositional and 
aggregate variability may help to resolve some long- 
standing controversies in community ecology. For ex- 
ample, ecologists have long speculated on whether more 
diverse communities are more stable (Elton 1958, 
Goodman 1975, McNaughton 1977, Lawton and 
Brown 1993). May (1974) suggested that more species- 
rich communities tend to be less stable. while recent 
empirical studies have suggested the opposite (Tilman 
and Downing 1994, Tilman 1996, McGrady-Steed et al. 
1997). These two viewpoints are not necessarily contra- 
dictory: May (1974) dealt with compositional variabil- 
ity. while these more recent studies have focused on 
aggregate variability. Thus, diversity may increase the 
stability of the aggregate (Doak et al. 1998. Tilman et 
al. 1998) without changing the stability of the compo- 
nents (Tilman 1996). 
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In addition to explicitly distinguishing between ag- 
gregate and compositional variability, exploring the 
relationship between these two facets of community 
variability could be quite informative. However, this is 
not something that is commonly done: to date, most 
ecological studies have not explicitly related aggregate 
and compositional variability. We reviewed 439 ab- 
stracts from Ecology as a subsample from the recent 
literature (1 Jan. 1985-14 Apr. 1998). Of the 70 studies 
which examined variability in community composition 
or aggregate parameters, most measured either compo- 
sitional (53'%) or aggregate (17%) variability. Twenty 
one studies measured both compositional and aggregate 
variability, but only two of these combined them explic- 
itly (Silvertown et al. 1994. Tilman 1996). Below, we 
develop an organizational framework for describing 
patterns of community variability that may facilitate 
simultaneous consideration of both compositional and 
aggregate variability. Hanski (1990) proposed a similar 
classification of communities based on the average level 
of variability in the species and on the concordance of 
their temporal abundance changes. 

Relating the two facets of community 
variability 

To facilitate the explicit consideration of aggregate and 
compositional variability, we place communities in a 
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Table 1. Scenarios and mechanisms that result in the variability patterns described in Fig. 1. Note that there is no one-to-one 
correspondence between mechanisms and patterns. or \ '{Ice versa. 

Pattern Mechanism Type Example Reference 

Synchrony Parallel responses to abiotic Abiotic Desert annuals and precipitation Guo and Brown 
driver (1997) 
Consumers track resources Biotic Raptors and rodents Korpimaki 
with no time lags (1994) 
Ecosystem engineering with Abiotic 'Biotic Marine polychaete and substrate Woodin and 
parallel (either positi\,e or Marinelli ( 199 1) 
negative) effects 

Asynchrony Species responding to different Abiotic Freshwater phytoplankton and Hutchinson 
abiotic drivers multiple limiting resources (1961) 
Lotka-Volterra consumer- Biotic Protozoan predator-prey system Gause (1934) 
resource interactions 
Species have opposite responses Abiotic Rocky intertidal invertebrates Barry et al. 
to abiotic drivers and temperature (1995) 

Compensation Consumer-resource interactions Biotic Adult azuki bean weevil and lar- Utida (1957) 
with out-of-phase population val parasite 
cycles 
Competitive release following Abiotic Biotic Freshwater zooplankton and Fischer (1997) 
abiotically driven decline in lake acidification 
dominant competitor 
Ecosystem engineering with Ablotlc Biotic Beaver impacts via changes in Pollock et al. 
differing (both positive and water level (1995) 
negative) effects 
Lottery-tqpe competition Abiotic Biotic Tropical reef fish and settlement Sale (1977. 1978) 

space 
Succession Abiotic 'Biotic Temperate forests and limiting Miles (1981) 

resources 

Consumer-resource interactions Biotic Red grouse and heather Watson and 
involving strong consumer Moss ( 1972) 
self-limitation 
Strong competitive interactions Biotic Temperate forest Clements (1916) 
in a Clementsian climax 
community 

coordinate system defined by these two properties (Fig. functional redundancy (Walker 1995). and functional 
1). This framework is based on the hypothesis that complementarity (Frost et al. 1995). Although there is 
community composition can vary independently of the clear evidence of compensation in some communities 
aggregate properties. We identify four extreme patterns (Prins and Douglas-Hamilton 1990, Schindler 1990, 
of community variability that occur at  the corners of Howarth 1991, Johnson and Mayeux 1992, Lawton 
this two-dimensional space: (1) stusis. low composi- 1994, Frost et al. 1995, Pratt and Cairns 1996, Fischer 
tional and low aggregate variability: (2) sj~~zchionj~. 1997), we have not yet determined the extent of com- low 
compositional and high aggregate variability: (3) usyn- pensatory dynamics in natural communities. 
chronj., high compositional and high aggregate variabil- However. compensation is only one of the possible 
ity; and (4) compensation, high con~positional and low patterns of community variability (Fig. 1). We explicitly 
aggregate variability. Stasis and asynchrony occur when consider all possible combinations of low and high 
there is little covariance among constituent species, aggregate and compositional variability. as well as the 
while synchrony and compensation result from strong mechanisms that might produce each scenario. Future 
positive and strong negative covariance among species, studies should determine the frequency with which each 
respectively. pattern occurs in natural communities, as well as the 

Ecologists have previously recognized that each of conditions that tend to lead to a particular pattern. 
these scenarios can occur (Strong et al. 1984, Hanski 
1990). but have recently focused on the pattern we have 
called compensation because of its implications for the Causal mechanisms 
maintenance of ecosystem function despite changes in 
species abundance (Schindler 1990. Walker 1992. Law- The four community variability scenarios. stasis, syn- 
ton and Brown 1993, Frost et al. 1995. Walker 1995, chrony, asynchrony and compensation, can result from 
Peterson et al. 1998). Alternative terms for compensa- a variety of biological mechanisms (Table 1). For exam- 
tion include ecological redundancy (Walker 1992), ple. stasis can result from strong consumer self-limita- 



tion (Lack 1954) or strong competitive interactions 
(Clements 19 16), particularly in a relatively stable envi- 
ronment. Synchrony can occur when each species in a 
community responds similarly to seasonal or long-term 
changes in abiotic factors (Guo and Brown 1997) or 
when there are strong positive interactions among spe- 
cies. Asynchrony can result from complex species-spe- 
cific responses to abiotic factors (Gleason 1926. 
Hutchinson 1961) or time lags in consumer-resource 
interactions (Gause 1934). Finally, compensation can 
occur when the dominant competitor in a community is 
negatively affected by some abiotic factor, allowing 
competitive inferiors to increase in abundance due to 
competitive release (Lawton and Brown 1993, Fischer 
1997). 

Below, we detail some specific examples of how 
particular abiotic and biotic mechanisms generate dif- 
ferent patterns of variability. These examples highlight 
the tendency of certain mechanisms to push the pattern 
of community variability towards one of the four cor- 
ners in Fig. 1. 

Single abiotic and biotic mechanisms 

Rainfall patterns are a powerful abiotic force that 
appears to cause seasonal synchrony in desert annual 
plant communities in the Chihuahuan Desert. Guo and 
Brown (1997) show that winter annuals germinate in 
response to autumn rains. and a non-overlapping set of 
summer annuals germinates in response to summer 
rains. Overall interannual variability in community 
composition is low because all species are synchronized 
to germinate in one of two seasons, whereas aggregate 
variability is high because of interannual variation in 
rainfall (see Fig. 3 in Guo and Brown 1997). 

Consumer-resource interactions provide interesting 
case studies for biotic mechanisms because the time lag 
between the consumer and the resource will determine 
the observed pattern of community variability. With no 
time lag. the community may be synchronous. as exem- 
plified by a Scandinavian raptor-rodent community in 
which a local increase in rodent abundance is followed 
by a nearly instantaneous increase in raptor abundance 
(Korpimaki 1994). However, there is usually a time 
delay between consumers and their resource. In a 
Lotka-Volterra model, for example, a time lag may 
result in compensatory dynamics if the lag leads to 
fluctuations that are perfectly out-of-phase. Interactions 
between the adult azuki bean weevil and its larval 
parasite appear to lead to this pattern of compensation 
(Utida 1957). In contrast. both compositional and ag- 
gregate variability are likely to be high in systems wiih 
an intermediate time lag because the components will 
fluctuate slightly out-of-phase. The predator-prey rela- 
tionship between the protozoans Pnranzeciu~rland Di-
diniuirz is a classic example of this asynchrony (Gause 
1934). 

Combinations of biotic and abiotic mechanisms 

Variability patterns of real communities are likely to be 
affected by both biotic and abiotic factors. For exam- 
ple, multiple abiotic factors appear to combine with 
biotic interactions to determine community structure in 
the 90-yr Park Grass Experiment (Silvertown et al. 
1994). Although rainfall was a major determinant of 
total plant biomass in this experiment, asymmetric 
competition magnified the effect of rainfall and altered 
species composition. Overall, species composition was 
considerably more variable than total biomass (Silver- 
town et al. 1994. Dodd et al. 1995). Succession in 
terrestrial forests is another example of a combination 
of biotic and abiotic mechanisms. In hardwood forests, 
initial colonists are often shaded by later-arriving hard- 
wood species. Hardwoods in turn may change the soil 
environment, favoring one group of species and inhibit- 
ing another (Miles 1981, 1987). Thus, in communities 
undergoing succession, aggregate variability might be 
low while the community composition varies strongly. 
In both of these examples. the interplay of biotic and 
abiotic processes leads to compensation; however, in 
other communities. abiotic and biotic factors might 
combine differently (Table 1). 

Linking mechanisms to variability patterns 

Understanding the mechanisms that underlie the dy- 
namics of multi-species communities is one of the 
biggest challenges in ecology. Because most ecological 
communities contain many interacting species, each of 
which may be affected by multiple biotic and abiotic 
factors. there are likely to be many ways in which we 
can attribute mechanisms to patterns of variability. 
There is no simple one-to-one relationship between 
patterns of variability and underlying mechanisms 
(Table 1). In natural communities with multiple and 
possibly diffuse interactions, experimental manipula- 
tions of species assemblages are needed to link mecha- 
nisms with different variability patterns. Simulation 
studies may also be a means of elucidating the relation- 
ship between mechanisms and patterns of variability: 
see Doak et al. (1998) for an example of how simula- 
tion might be used to elucidate the effects of different 
mechanisms on aggregate variability. 

Implications for applied ecology 

Explicit consideration of compositional and aggregate 
variability may be useful to species conservation, 
ecosystem management and restoration, and environ- 
mental monitoring. For example, changes in patterns of 
community variability may be used to classify different 
kinds of perturbations. Odum (1985) suggested that 
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perturbations increase the variability of ecological sys- 
tems, but did not specify in what way variability 
might change. However, there is evidence to suggest 
that different perturbations may cause community 
variability to change in different ways. In lakes, for 
example, acidification appears to alter the variability 
of zooplankton community composition but not the 
variability of total zooplankton biomass (Schindler 
1990, Frost et al. 1995, Fischer 1997), while eutrophi- 
cation tends to alter the variability of total phyto-
plankton biomass without increasing phytoplankton 
compositional variability (Cottingham and Carpenter 
1998). 

To effectively manage ecosystems, we need to be 
able to distinguish between contrasting patterns of 
community variability (Cairns 1992). Specifically, it 
would be useful to know whether to expect changes 
in aggregate variability, compositional variability, 
both, or neither. For example, anticipating fluctua-
tions in aggregate variates may allow managers to set 
quotas on how much plant or animal biomass can be 
harvested, whereas variability in relative community 
composition may influence extinction risk and deter- 
mine what species should be made available for har- 
vest. We believe that extensive cross-system compar- 
isons of responses to different perturbations might aid 
in developing general expectations for how perturba- 
tions affect community variability. However, there are 
several important issues that need to be considered in 
order to ensure that the variability patterns of differ- 
ent communities are compared in meaningful ways. 

Methodological issues 

Although in principle it is possible to evaluate the 
compositional and aggregate variability of any assem- 
blage, in reality the location of a particular commu- 
nity in variability space will be sensitive to the 
particular methodological criteria used to quantify 
variability. In this section, we show how variability 
patterns may be affected by how the community is 
delineated, the temporal and spatial scale of sampling, 
and the metric used to quantify variability. 

Delineating a community 

The concept of a "community" has been defined in 
many different ways in the ecological literature (Un- 
derwood 1986, Paine 1994). Examples include the 
members of a guild, multiple functional groups, a 
trophic pyramid, and other arbitrarily defined groups 
of taxa. Choice of a particular assemblage is likely to 
determine what kind of biological interactions, and 
thus what mechanisms, underlie the observed pattern 
of variability. For example, assemblages that are 

structured by vertical trophic chains vs horizontal 
competitive interactions are likely to exhibit different 
patterns of variability. A community with predator-
prey interactions could have near-perfect synchrony if 
variation at the bottom of the trophic chain cascades 
upward such that each species changes in lock-step 
(Table 1). On the other hand, a community with 
largely competitive species interactions might show 
compensation if changes in the abundance of some 
species are offset by changes in other species (Table 
1). Whether the set of species included in a study is 
dominated by vertical trophic chains or horizontal 
competitive interactions will depend on how the re-
searcher chooses to delineate the community. There- 
fore it will be important to use a consistent definition 
of community when making cross-system compari-
sons. 

Scale issues: space and time 

Effective cross-system comparisons will also require 
attention to differences that occur simply because 
variability is quantified over different spatial or tem-
poral scales (Frost et al. 1988, Levin 1992). For  ex-
ample, increases in spatial scale can increase sample 
extent. which may reduce sampling error (Bascompte 
and Sole 1998). However, increasing the temporal ex-
tent of sampling may have the opposite effect, since 
longer time series appear to have higher variability 
than shorter time series (Gaston and McArdle 1994). 
Temporal scale can also be a complication when the 
communities to be compared have very different gen- 
eration times; for example. approaches for comparing 
the dynamics of annual plants to the dynamics of 
long-lived trees need to be developed. In addition, 
sampling over a broad spatial or temporal scale 
might lead to the inclusion of two or more dynami-
cally independent assemblages, obfuscating the vari-
ability patterns of each assemblage. Clearly. accurate 
cross-system comparisons will require advances in our 
understanding of how variability patterns change with 
scale. 

Variability metrics 

Another issue in the exploration of community vari- 
ability is deciding on appropriate metrics to quantify 
compositional and aggregate variability from data on 
natural communities. For aggregate variability, there 
are a few obvious choices because the univariate mea- 
sures developed for individual populations (Gaston 
and McArdle 1994) may be suitable metrics. Exam-
ples include the standard deviation (possibly after log- 
transformation) and coefficient of variation (standard 



deviation;mean) o f  time series for total biomass, 
abundance or productivity (Gaston and McArdle 
1994). For compositional variability, there is a whole 
suite o f  metrics for quantifying differences in species 
composition, including rank concordance, similarity! 
distance indices, and summary statistics from ordina- 
tion and cluster analysis. Although comprehensive 
reviews o f  these measures exist (Legendre and Legen- 
dre 1983, Washington 1984, Gower and Legendre 
1986, Rahel 1990), none as yet has evaluated what 
metrics work best for temporal data. Thus, develop- 
ment and testing o f  metrics for compositional 
variability should be a central focus o f  future re-
search. 

Examples: effects of perturbations on 
community variability 

In this final section, we provide examples o f  how ag- 
gregate and compositional variability may be com-
pared in real communities. Example 1 (Fig. 2A, B) 
represents annual harvest data for four species o f  
small game from Gavleborg County. central Sweden 
(Small et al. 1993). These species, the European hare 
and three species o f  birds, are central prey items for 
the red fox, which is known to regulate their num-
bers (Lindstrom et al. 1994). A disease greatly de-
creased the abundance o f  foxes in the late 1970's 
through most o f  1980's. W e  quantified the inter-an- 
nual pattern o f  commuility variability in this assem-
blage o f  prey species eight years before (197 1 -1978) 
and eight years after (1981-1988) the reduction in 
fox abundance. Although there i s  a visible increase 
in interannual variability in total prey abundance af- 
ter the decline in foxes (Fig. 2A),  the relative pro- 
portions o f  the different species remained remarkably 
constant (Fig. 2B). 

Example 2 (Fig. 2C, D)  uses data from a 
zooplankton assemblage in a lake that was invaded 
by an exotic planktivorous cladoceran (Bythotrephe~ 
cederstvoetnr) around 1993 (Yan and Pawson 1997). 
We quantified the pattern o f  community variability 
in the three summers before (1990-1992) and three 
summers after (1993-1995) the invasion using abun- 
dance data from eight functional groups created by 
pooling species o f  similar sizes and trophic modes. 
Zooplankton community composition, particularly o f  
subdominant groups, changed markedly after the in- 
vasion (Fig. 2D), while zooplankton total abundance 
changed much less (Fig. 2C). 

W e  calculated compositional and aggregate vari-
ability for these two examples, then compared them 
using the framework developed in Fig. 1 .  W e  mea- 
sured aggregate variability using the coefficient o f  
variation o f  abundance calculated over all censuses. 
W e  measured compositional variability using the 

mean Euclidean distance between sequential observa- 
tions, where the distance was calculated by compar- 
ing the relative abundance o f  each species in 
successive samples, then summing across species. 
These measures were chosen from a long list o f  pos- 
sible metrics for demonstration purposes, and may 
not be the most suitable metrics. 

Patterns o f  variability were different before vs af-
ter perturbation in both communities (Fig. 2E). Both 
predator decline and exotic invasion tended to in-
crease aggregate variability, although increases in 
variability due to the invasion were quite small. In- 
terestingly. these perturbations appeared to have op- 
posite effects on compositional variability such that 
the predator decline decreased compositional variabil- 
ity. while the exotic invasion increased it. These ex- 
amples illustrate that compositional and aggregate 
variability can show contrasting responses to the 
same perturbation, and that different perturbations 
can change community variability in different ways. 
As noted above in Implications for applied ecology, 
widescale comparisons o f  many perturbations could 
generate expectations for how particular perturba-
tions affect patterns o f  community variability. 

Summary 

In this paper, we advocate a comprehensive represen- 
tation o f  community variability that involves the 
simultaneous consideration o f  both compositional 
and aggregate variability, and suggest that relating 
these two aspects o f  community variability is a first 
step towards learning from community variability. 
W e  propose that using both aggregate and composi- 
tional variability as response variables in experi-
ments, simulation studies. and cross-system compari- 
sons will increase our basic understanding o f  ecolog- 
ical communities and make valuable contributions to 
resource management 
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Fig. 2. Examples of changes in community variability with perturbation. A. Total abundance of fox prey, contrasted before and 
after a disease severely impacted fox abundances. Data for 1979 and 1980 are not included because the fox abundance was 
intermediate during this period. B. Relative abundance of four fox prey through time; each shading pattern indicates a different 
prey species. C. Total abundance of crustacean zooplankton from Harp Lake, contrasted before and after the invasion of an 
exotic zooplanktivore, Bythotrephes cederstroemi, in May-September of each year. D. Relative abundance of eight functional 
groups of crustacean zooplankton; as in B, each shading pattern indicates a different functional group. E. Aggregate and 
compositional variability of the fox prey and crustacean zooplankton before vs after perturbation. 
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